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C
omputers are increasingly 
ubiquitous in the world as 
researchers are developing 

networks of smart devices that 
work together. Smart devices—
such as autonomous cars, smart 
parking lots, smart houses, and 
smart tra�c systems—are the 
building blocks to the smart grid, 
which monitors and controls these 
devices and their information. 
This enables them to provide 
services such as faster and safer 
commuting, greater energy 
e�ciency, and remote monitoring 
for users. Such networks of smart 
devices, which sense and react 
to the world, are classi�ed as 
cyber-physical systems.
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Resilient and secure cyber-physical systems

CCyyybbeeer-ppphhyyssiiccalll ssyyyssttemmms

A cyber-physical system (CPS) is composed of embed-
ded computing nodes communicating and collaborat-
ing to control aspects of its physical environment. �e 
interaction between the computers and their environ-
ment, however, causes a range of complexities—in 
development, testing, veri�cation, run-time, and 
management—which must be properly handled. �ese 
complexities compound the already di�cult task of 
ensuring reliability and security of the CPS as a whole. 

An example of such a CPS is a fractionated (i.e., 
divided) satellite cluster orbiting in formation. Each 
satellite provides communications, sensing, and com-
putational resources to the rest of the cluster in ful�ll-
ment of the mission goals. It is di�cult to develop the 
satellite system and the applications which control the 
system and run on it; this necessitates the use of sys-
tem and so�ware models for design-time analysis and 
veri�cation of system performance and stability. 

Such analysis includes the veri�cation of operation 
deadline and timing properties, as well as network 
resource (e.g., bu�er capacity and bandwidth) char-
acteristics provided by the system and required by 
the applications running on the system. However, for 
such safety-, mission-, and security-critical systems, 
we must further ensure that the system is resilient to 
faults and anomalies. It must also be secure against 
attacks from compromised components within the 
system as well as from external sources. 

CCPPPS ddeevvveelloppmmmeenntt pprroooccessss

To facilitate rapid and robust design and development 
of applications for our resilient CPS (RCPS) test bed 
(see �gure 1), we developed an integrated tool suite 
for model-driven system and application develop-
ment. Using this tool suite, we can describe—very 
precisely—the component-based so�ware architec-
ture for the applications which will run on the CPS in 

FIGURE 1. This resilient cyber-physical systems (RCPS) test bed, developed by William Em�nger (left), Pranav Kumar (center), and 
Amogh Kulkarni (right), performs security and resilience testing of CPS and their applications.
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service of the mission’s goals. �ese so�ware models 
are developed in tandem with system models that 
incorporate the physics of the system. (For example, 
network characteristics such as bandwidth and latency 
between satellites vary periodically as functions of 
time according to the satellites’ orbital parameters). 

By composing these models together, we can 
analyze at design time the resource requirements 
and utilization of the applications on the system. 
Furthermore, the code generators we developed for 
the tool suite allow us to generate most of the applica-
tion code (i.e., the infrastructural code which inter-
faces with the middleware) in a reliable manner. By 
relying on these code generators, we are able to focus 
on the core business-logic code, which provides the 
functionality we want from the applications on the 
cluster. �ese applications allow us to test the systems 
we are examining; for example, testing the detection 
and mitigation strategies for compromised or mali-
cious so�ware components based on the behavior of 
their network tra�c. 

RReeessilliiennntt CCPPPS teessstt bbeddd

�e RCPS test bed itself (see �gure 2) is composed of 
the following components: 

 32 embedded Linux computers (BeagleBone 
Blacks) with ARMv7L architecture;

 OpenFlow-capable smart gigabit network 
switch, which allows the network charac-
teristics of the system to be enforced on all 
network tra�c;

 physics simulation, which allows the physical 
dynamics of the hardware to be simulated along 
with the sensor data and actuator control (for 
our satellite cluster system, we use Orbiter Space 
Flight Simulator);

 standard gigabit network switch, which allows 
fast communication (simulating the hardware 
bus) between the physics simulation and the 
nodes of the cluster; and

 development machine, which allows the model-
ing, development, deployment, and monitoring 
of the application code which runs the system. 

By integrating the physics simulation and network 
emulation into the cluster (see �gure 3), we are able 
to, in the case of the satellite cluster example, use the 

physics simulation to determine the network char-
acteristics between the nodes of the cluster. We can 
then enforce those characteristics (i.e., bandwidth, 
delay, and packet loss) on the cluster’s network tra�c 
through the smart switch. In this way, we can ensure 
that the applications running on the cluster see the 
same sensor and network behavior as they would 
in the real system. Because these types of mobile, 
networked CPSs are becoming more prevalent, the 

FIGURE 2. This RCPS test bed contains 32 embedded Linux 
computing boards. Each board (middle) is connected to both 
a smart network switch (top) which performs network emula-
tion using OpenFlow and a regular network switch (bottom) 
that provides access to the physics simulation (Orbiter Space 
Flight Simulator).
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FIGURE 3. This Orbiter Space Flight Simulator simulation of the 32-node satellite cluster, which is controlled by the RCPS test bed, 
calculates the physics of the satellites and simulates their sensors and actuators.

network resources are becoming more crucial to the 
systems’ functionality. �erefore, the emulation of the 
network is required to ensure high �delity of applica-
tion test results with respect to the run-time system.

We are currently developing test applications which 
use our research into network and timing analysis 
techniques to detect malicious so�ware components 
at run-time and mitigate the e�ect of their attacks. 
Using these techniques, our infrastructure will pro-
vide a stable system, capable of detecting coordinated 
attacks from distributed so�ware components (e.g., a 
denial-of-service (DDoS) attack from compromised or 
malicious so�ware attempting to bring down a system 
node or an attack on speci�c sensors and actuators to 
make the system unstable).

SSuummmmaaarryyy

We created the RCPS test bed as the foundational 
infrastructure for running experiments on CPSs and 
their so�ware. A critical part of a CPS is the interac-
tion with and feedback from the physical world, so 

the integration of the physics simulation increases the 
�delity of our cluster test results with respect to the 
system we are analyzing. �e modeling, analysis, gen-
eration, deployment, and management tool suite we 
have developed drastically cuts down on the applica-
tion development di�culty and time. �is allows us to 
focus on the tests we want to run and the systems we 
want to analyze. 
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